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1|Introduction    

Cloud computing has become a popular buzzword for different technologies, services, and concepts. It is a 

network technology that provides services to various customers [1]. It provides both hardware and software 

applications along with software development platforms. 

Some types of services provided by cloud platforms include Infrastructure as a Service (IaaS), Platform as a 

Service (PaaS) and Software as a Service (SaaS). These services are often provided by companies like Amazon, 

Microsoft, IBM, SAP, Oracle, Google, VMware, Salesforce and others [2]. An overview of Access to cloud 

computing shown in Fig. 1. 
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Abstract 

Cloud computing is basically an on-demand service provider that provides services on a large scale. To provide 

services on a large scale, a large number of servers are interconnected with each other. As technology evolves, 

providing a smooth and efficient transfer of data and services is necessary. It is where a load balancer comes into 

play; it distributes the incoming traffic amongst multiple other servers to offer a smooth and efficient transfer of 

services. But there is a downside to load balancing. Although it provides a smooth transfer of data and resources, 

it becomes a challenge due to the geographical conditions of widely spread data across the globe. This paper will 

thoroughly explore the advantages and disadvantages of various load-balancing strategies, providing a 

comprehensive understanding of how load balancing operates. By the end of this paper, we'll also conclude 

whether using a load balancer will help us in cloud computing.  
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Fig. 1. Access to cloud computing. 

These services help clients get on-demand service for a specific resource that they want to use. These features 

made cloud computing more popular and significantly increased demand for cloud services. It led to more 

processes being carried out in the cloud, increasing the load on the cloud service provider's servers. To 

overcome this issue, a Load balancer was introduced. Load balancing is distributing network traffic equally 

across a pool of resources that support an application [3]. The diagram below is a representation of a load 

balancer. An overview of load balancing in cloud computing shown in Fig. 2. 

Fig. 2. load balancing in cloud computing. 

 

However, there were several challenges in load balancing, such as complexity, geographical distance, latency, 

and misconfiguration. Therefore, different types of load balancing were introduced. 

I. Application Load Balancing: Application load balancers play a vital role in ensuring the smooth functioning 

of complex modern applications. These load balancers optimize performance and prevent system overload 

by appropriately distributing incoming traffic across multiple servers. Understanding the various algorithms 

and techniques load balancers use can help you make informed decisions when implementing them in your 

environment [4]. 

II. Network Load Balancing: They examine IP addresses and other network information to redirect traffic 

optimally. They track the source of application traffic and can static IP addresses to several servers [5]. 

III. Global server load balancing: GSLB or Global Server Load Balancing is a practice of distributing internet 

traffic amongst a large number of connected servers dispersed around the world. 

IV. DNS load balancing: In this, we can configure our domain and route network requests across the pool of 

resources on our domain. 
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2|Literature Review 

Many recent approaches aim to improve the performance of cloud computing by providing efficient load-

balancing techniques. You can see the load balancing classification shown in Fig. 3. 

 

Fig. 3. load balancing classification. 

 

Load balancing based on throttled algorithm 

The throttled algorithm is also known as the dynamic LB algorithm. This load balancer aims to search for a 

suitable virtual machine that can respond effectively and perform tasks efficiently upon receiving a request 

from the client [6]. It keeps a list of all the virtual Machines along with their index value, which is stored in 

an allocation table; this table shows the virtual machine's state, i.e., if they are available, busy or idle. If a virtual 

machine is available and has space, then the task is allocated to that machine; if not available and a virtual 

machine is found, the request is queued for fast processing. It performs better than round-robin but doesn't 

consider advanced requirements for load balancing. The Fig. 4 has a proper explanation for it [7].  

Fig. 4. load balancing handling request. 

 

Advantages of throttled load balancing 

I. Throttled load balancing helps in optimizing load balancing by ensuring that every server operates within its 

limits.  

II. It improves the performance by preventing a server from becoming overloaded with requests. 

III. It can easily adapt to the changes in the workload environment.  

 

 

Disadvantages of throttled load balancing 
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  I. Although throttled load balancing improves performance, it is a complex algorithm, especially in large-scale 

distributed systems. 

II. This algorithm consumes the computational resources that may impact the overall system performance. 

III. Although this algorithm aims to distribute the incoming requests, there might be latency issues, especially if 

there are network delays. 

Load balancing based on equally spread current execution 

In this type of dynamic algorithm, the job's size is considered the priority; then, it distributes the workload to 

a virtual machine with a lighter load. This technique, also known as the Spread Spectrum technique, spreads 

the workload to different nodes [8]. This algorithm uses a queue to store the request and distribute the 

workload to various virtual machines. It has a major drawback: it could overheat when updating the index 

due to the communication between the load balancer and the data centre. The process has been further 

explained in the Fig. 5. 

Fig. 5. Load balancing working flowchart. 

 

Advantages of equally spread current execution 

I. This algorithm ensures that resources are evenly distributed among servers or processing units, which helps 

to prevent individual servers from becoming overloaded. 

II. It is highly saleable. It can easily scale by adding or removing servers or processing units. 

III. It helps in fault tolerance by distributing the workload across multiple servers. If one server fails or becomes 

unavailable, the remaining servers can continue to handle the workload without being overwhelmed, ensuring 

continuous availability of services [9]. 

Disadvantages of equally spread current execution 

I. This algorithm can lead to overhead in monitoring, coordination, or communication, which can consume 

computational resources and impact overall system performance. 

II. In some cases, it can lead to underutilization, and this can lead to the workload not being able to be 

distributed properly. 

III.  It can't adapt to this fast-paced workload environment; it struggles with the spikes in the workload 

environment. 

Load balancing using round robin 
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This algorithm works in a circular and ordered procedure where each process is assigned a fixed time slot 

without priority. This algorithm is very commonly used due to its simple implementation. A common problem 

in this load-balancing technique is that after user requests, the allocation state of that virtual machine isn't 

saved or updated, as seen in the Fig. 6. [10]. 

Fig. 6. Hardware and software in load balancing. 

 

Advantages of round robin in load balancing 

I. Round-robin load balancing is easy to use and implement; it doesn't require any complex algorithm. 

II. It ensures that each server receives an equal share of incoming requests. 

III. It is highly saleable. It can easily scale up and down according to the number of servers.  

Disadvantages of round-robin in load balancing 

I. It differentiates between server capacities and processing capabilities. As a result, servers with higher 

capacities may be underutilized, while servers with lower capacities may become overloaded. 

II. It doesn't consider the server's health status, so that it may send requests to servers facing an issue. 

Load balancing using the min-min algorithm 

In this algorithm that shown in Fig. 7, the minimum completion time is considered for scheduling. it has a lot 

of shortcomings, like the inability to run tasks simultaneously, the algorithm gives high priority to the smaller 

tasks, which leads to longer waiting time for the larger tasks, resulting in an imbalanced virtual machine load 

[11].  

Fig. 7. Load balancing in min-min. 

 

Advantages of min-min in load balancing 

I. The primary advantage of the min-min algorithm is that it requires a minimum period to complete all tasks 

together. 
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  II. It effectively allocates the tasks based on their execution time, which helps in maintaining each resource 

active and productive.  

III. It is both flexible to workload and adaptive. 

The disadvantage of min-min in load balancing 

I. Despite minimizing the makespan, it may not always produce an optimal schedule, especially with complex 

task dependencies. 

II. It relies heavily on accurate estimations of task execution times to make scheduling decisions. Inaccurate 

estimations can lead to delays or performance degradation, particularly if tasks take longer to execute than 

initially estimated. 

Load balancing using max-min algorithm 

This algorithm is the same as min-min, but instead, high priority is given to the machine that can perform 

various tasks in maximum time. Then, from the selected task, the task that requires maximum time is executed 

again, and then the task with minimum time will be executed. The Fig. 7 is a representation of the max-min 

algorithm [12]. 

Fig. 7. Load balancing in max-min. 

 

Advantages of max-min in load balancing 

 The primary advantage is its ability to maximize the minimum completion time of all tasks.  

I. It prioritizes tasks with longer execution times over shorter ones.  

II. It promotes load balancing by distributing tasks amongst all available resources based on their execution time.  

The disadvantage of max-min in load balancing 
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  I. In some cases, prioritizing tasks with longer execution times may lead to sub-optimal resource utilization or 

delays in completing the tasks. 

II. Just like the min-min algorithm, max-min also relies on accurate estimations of task execution to make 

scheduling decisions. 

Challenges associated with load balancing 

Cloud computing depends on the proper utilization of resources, and load-balancing techniques are 

responsible for smoothly providing resources and services to clients. Yet there are various challenges 

associated with it. 

Unpredictable and dynamic workload: distributed systems often experience dynamic workloads with 

unknown levels of incoming network traffic. Load balancers must adapt to these to function properly in real 

time. 

Heterogeneous environments: a distributed system consists of a heterogeneous environment that might have 

resources with different capacities and capabilities. The load balancer must effectively distribute workload 

across varying resources. 

Complexity of algorithm: the algorithm should be simple, effective, and easy to use because it may decrease 

the efficiency and performance of cloud computing. 

Security: due to load balancers working in an environment with multiple server traffic. Load balancer must 

improve their security so that the data is not lost and to protect the data and resources from cyber-attacks. 

Proposed work 

Considering the advantages and disadvantages of each load-balancing algorithm, this paper aims to address 

the limitations while leveraging the strengths to enhance overall performance and efficiency in diverse cloud 

computing environments. 

Optimizing distribution algorithm in throttled load balancing 

I. Implementing more sophisticated algorithms like weighted round robin or connection to ensure balanced 

resource utilization. 

II. Monitor continuously and analyze server loads to adapt to workload patterns. 

Efficient task scheduling in equally spread load balancing  

Using advanced task scheduling techniques such as priority-based scheduling to ensure that critical or time-sensitive 

tasks receive higher priority and are allocated resources accordingly. 

Health monitoring and failure detection in round robin 

Integrating health monitoring and failure detection mechanisms, periodically checking the status of servers, and 

removing unhealthy or failed servers. It prevents round-robin from sending requests to non-responsive or 

malfunctioning servers, improving overall system reliability. 

Dynamic task rescheduling in min-min and max-min 

Implementing a mechanism for dynamic task rescheduling that'll check the execution status of tasks and adjust 

their allocation based on real-time information. It will allow the system to adapt to the changing conditions and 

will prioritize the critical tasks. 

3|Conclusion 

In conclusion, this paper comprehensively studies various load-balancing strategies and algorithms in cloud 

computing environments. With the help of analysis of different load balancing techniques and algorithms and 

listing their pros and cons, we have gained great insight into their potentials, applications, limitations and ways 

to improve. This paper aims to improve and optimize the existing algorithms and enhance their adaptability, 
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  scalability, and security so that these algorithms can be used to reach their potential and meet the requirements 

of modern digital environments. This study is a foundation for further research and development in this field. 

By addressing the identified challenges and implementing proposed enhancements, we can use the full 

potential of cloud computing technologies for future applications. 
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